Appendix 2

Condition for distinguishing a mixed process from a pure process,
n=2

As it is equivalent to identify process (Y;), or a one-to-one linear transfor-
mation of (Y}), we assume that the mixed causal/noncausal process is (Y;*)
itself, with the autocovariances given in (3.3)-(3.4).

By Proposition 3, we consider a pure causal process, without loss of gen-
erality. Let us denote such a process by : Y; = ®Y; | + ¢, where the
eigenvalues of ® are of modulus strictly smaller than 1, and analyze the con-
ditions ensuring that the associated autocovariances I'(h) coincide with the
autocovariances given in (3.3)-(3.4). Let us assume for expository purpose
that J; # 1/Js. Then matrix &' is diagonalizable with eigenvalues .J; and
1/J2, and we can write :

I =1 Jl 0
vecr (4 e

C11 Ci12 . . . .
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tors of ®'. For h <0, we have from (3.2):
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Let us now consider the implications of the conditions 77 ,(h) = 0, if A < 0.
We get :
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(Where (dll,dlg) = (1,0)].—‘(0)071)
= d11€12J{h‘ + d12022<]2_‘h‘ =0,Vh <0,
& either c12=0 and d12 = 0, or coo =0 and d11 = 0,

(because vectors (di1,di2)" and (cp2,c20) are non-zero vectors and the
sequences J1|h| and Jy "l are linearly independent).

a) Let us consider the case ¢;3 = 0. Then c¢99 can be standardized to 1.

We have :
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Thus the condition djs = 0 is equivalent to the condition 15(0) = 0.

b) Similarly, if ¢y = 0, we can fix ¢;5 = 1. We have :
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~12(0). The condition d;; = 0 is equivalent to the condition



